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Burning fossil fuels like coal, oil, and natural gas releases significant CO2, 
driving carbon emissions in electricity production. This contributes to global 
warming, leading to climate change, extreme weather, rising sea levels, and harm 
to ecosystems and human health. Achieving zero emissions requires transitioning 
to low-carbon energy sources. This study uses various Machine Learning (ML) 
models for predicting low carbon electricity generation additionally eXpalinalbe 
Artificial Intelligence (XAI) to elucidate how ML model works and suggest some 
important factor contributing to the models outcome. Among several ML models 
RF outperforms other by achieving MSE of 2.782, RMSE of 2.782, MAE of 
1.443 and R2 of 99.3%. Also GBM and XGB performed closely as RF. When 
applying XAI tools like SHAP and Shapash to RF it reveals some important 
factors such as Electricity from renewables (TWh), Eectricity from fussil fuels 
(TWh) Renewable energy share in the total final energy consumption (%), and 
Electricity from nuclear. Which are crucial for future energy planning and policy 
decisions. Future study can use a more extensive data set, investigate economic 
aspects, and include real-time data to enhance predictive model performance. 
 

Keywords: 
sustainable Power Generation  
machine Learning 
interpretable AI 
forecasting Power Generation 

  
 

1. Introduction 

 
Electricity is vital for the progress of society and human 
civilization, serving as a key energy source that supports the 
steady growth of the global economy [1]. Over the past 20 
years, the electricity system has faced increasing pressure to 
reduce CO2 emissions, meet rising demand, provide reliable 
and affordable services, and sustain economic growth [2]. 
Global electricity demand is projected to rise from around 
20,100 terawatt-hours (TWh) per year in 2013 to between 
30,000 and 37,400 TWh per year by 2040 [3]. Currently, 
electricity generation accounts for roughly 40% of global CO2 
emissions, making it one of the largest contributors to 
greenhouse gases (GHG) [2]. To mitigate climate change, 
transitioning to low-carbon electricity sources like wind, solar, 
water, geothermal, and biomass is essential [4]. Accurately 
predicting electricity generation from these renewable sources 
can guide stakeholders toward sustainability and support 
climate strategies. Machine Learning (ML) models excel in 
handling large datasets, improving over time by uncovering 

complex patterns and extracting features from raw data [5]. 
Various studies shows that ML models can play a pivotal role 
in low carbon electricity predictions [6]. Although ML models 
frequently yield accurate predictions, their opaqueness makes 
it challenging to comprehend the logic underlying their 
judgments. This is especially troublesome when these 
forecasts affect important decision-making procedures. To 
solve this, eXplainable Artificial Intelligence (XAI) 
techniques offer post-hoc interpretations that enable us to 
determine which elements have the greatest impact on the 
model's predictions [7]. As far as we are aware, no prior 
research has utilized XAI to interpret the results of ML models 
in low-carbon electricity contexts. The contribution of this 
study is: 

1. We develop a comprehensive approach to predict the 
production of low-carbon electricity by analysing and 
contrasting several ML models. 

2. We demonstrate the global and local explainability to 
our best performed model using SHAP and Shapash. 

http://creativecommons.org/licenses/by-sa/4.0/?ref=chooser-v1
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3. We identify the most significant features that impact 
the performance of the ML models in prediction using 
global explanations. 

The remaining parts of the paper are arranged as follows: 
Section 2 contains the relevant literature; Section 3 contains 
the techniques and materials; Section 4 contains the findings; 
and Section 5 contains the conclusion and suggestions for 
further research. 
 
 
2. Literature review 

 

This section provides an overview of previous studies on low-
carbon electricity prediction, highlighting current approaches 
and recent advancements in the field. 
There is diverse research worldwide with 13,767 publications 
on low carbon electricity both qualitatively and quantitatively 
while United States has along contributed 3074 publications in 
a spanning of quarter century [2]. To address difficulties and 
opportunities numerous forecasting techniques have been 
proposed in recent years [8]. Autoregressive integrated 
moving average (ARIMA), the grey models and the Linear 
Regression (LR) models are most often used traditional model 
for forecasting [9]. The main drawback of such model is they 
influenced by region that is different models require for 
different region and their pattern of electricity consumption or 
production [6]. ML is the popular models of forecasting in the 
quantitative research of low carbon electricity. Researchers 
have been interested in ML algorithms because of their 
improved performance and capacity to find nonlinear 
correlations. ML algorithms have demonstrated encouraging 
results in wind power prediction, providing a number of 
benefits over conventional methods. A new technique that uses 
ensemble learning to anticipate wind power generation one 
day ahead of time is described, effectively managing 
curtailment and turbine damage. For effective hyper-
parameter tweaking a hybrid forecasting model combines 
Wavelet Packet Decomposition (WPD), Convolutional Neural 
Network (CNN) and Long Short-Term Memory (LSTM) 
where Sequential Model-Based Optimization (SMBO) is used 
for combines [10]. In the area of photovoltaic power 
forecasting, the two most used machine learning techniques 
are Support Vector Machine (SVM) and Artificial Neural 
Networks (ANN) [11]. SVM is used in biomass energy 
prediction to avoid the challenge of regression and 
classification [12]. 
 
3. Methodology 

 

In this section, we describe the tools and techniques used in 
this study. We first use an overview diagram to show how the 
process works, and then we go into great detail about each 
individual part. 

 
Figure 1. Overview of the proposed methodology. 
3.1. Approach overview 

We employ a ML-based prediction system including various 
ML models such as Extra Tree Regressor (ETR), Decision 
Tree Regressor (DTR), LR, Lasso, Gradient Boosting 
Machine (GBM), Random Forest (RF), SVM, Extreme 
Gradient Boosting (XGB) and K-Nearest Neighbors (KNN) to 
our dataset. Assess the models' performance using a number 
of metrics, including Mean Absolute Error (MAE), Mean 
Squared Error (MSE), Root Mean Squared Error (RMSE) and 
R-Square $R^2$. Then XAI tools like SHAP and Shapash are 
used to the final ML model to get most contributing features 
influencing the predictions. The overview of our proposed 
methodology is in Figure 1. 

3.2. Dataset descriptions and preprocessing 

The ‘Global Data on Sustainable Energy’ dataset, spans 20 
consecutive years that is collected from Kaggle. A variety of 
features within the collection delve into significant issues like 
carbon emissions, energy intensity, renewable energy, 
electricity access, financial flows, and economic growth. 
However, for low-carbon electricity projections, nuclear and 
renewable energy are the most significant sources of 
electricity. We deal with the missing values and duplicates 
after filtering the data using both numeric and categorical 
columns. We replace the empty values with their average and 
eliminate the columns that have a significant number of 
missing data, such as “Capacity-per-capita-of-renewable-
electricity-generating”, “Renewables (% equivalent primary 
energy)”, and “Financial flows to developing countries 
(US$)”. After completing preprocessing, the data is split into 
training and testing sets in different ratios. The training set is 
used to train the ML models, while the testing set evaluates 
model performance on unseen data. This ensures accurate 
assessment and generalization of the model to new data. 

3.3. Description of ML algorithms 

We have used several ML models in our prediction system. 
Due to limitation of space, we have added a simple description 
of the models here. We have used simple linear regression and 
Lasso model that are fitting a straight line, and make a 
connection between a dependent variable and one or more 
independent variables. The direction and strength of the link 
between the variables are shown by the coefficients [13]. 
Additionally, Lasso uses L1 regularization, which reduce 
over-fitting, making it especially useful for high-dimensional 
data [14]. DTR, KNN, and SVR models are used in this study. 
DTR is the mother of all tree-based ensemble model, KNN 
works based on the distance of the data points and SVR creates 
hyper line to generate accurate prediction. We have used 
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ensemble ETR, XGB, RF, GBM in our study. Most of them 
are tree-based ensemble and construct different kinds of trees 
to ensure better analysis. So as to minimize variance and 
enhance prediction accuracy, the ETR constructs numerous 
unpruned decision trees utilizing random splits on subsets of 
the data and features. RF builds several DTs, trains them on 
arbitrary subsets of the data and features, and then averages 
the predictions made by each tree. XGB use advanced 
boosting approach combines the results of multiple weaker 
models, usually decision trees, to create a single, powerful 
predictive model. GBM uses gradient descent to minimize the 
loss function, gradually improving predictions by focusing on 
difficult-to-predict samples. 

3.4. XAI tools 

For explainability, we have used several XAI methods like 
SHAP and Shapash provide post-hoc interpretations by 
highlighting key factors that influence model predictions, 
offering clearer insights into outcomes. SHAP explains 
individual predictions by computing the contribution of each 
feature to the output, using game-theory principles for local 
and global explanations. Shapash, on the other hand, simplifies 
the interpretation by providing user-friendly visualizations of 
both local and global explanations, enhancing model 
transparency for various stakeholders. 

3.5. Performance measure metrics 

MSE measures the average squared differences between 
predicted and actual values, penalizing larger errors more 
heavily. RMSE is the square root of MSE, making it 
interpretable in the same units as the target variable and 
providing a more direct sense of prediction accuracy. MAE 
calculates the average of absolute differences between 
predictions and actuals, offering a more robust measure that is 
less sensitive to outliers. R2 represents the proportion of 
variance in the target variable explained by the model. 
 
4. Result and analysis 

This section presents the results based on the outlined 
contributions, starting with the performance of the ML 
models, followed by the explainability results, revealing the 
most influential factors in predicting low-carbon electricity 
production. 
Table 1. Obtained Results of the ML Models. 

Model    RMSE    R2     MAE MSE 
ETr  5.242 0.976 2.158 27.482 
Lasso 18.158 0.717 14.021  329.745 
DTr  5.165  0.977 2.220 26.687 
LR 8.895 0.932 5.483  79.132 
SVM  32.787 0.08   26.382  1075.046 
KNN  11.266  0.891  5.05  126.926 
GBM 2.999  0.992 1.806  8.997 
XGB  2.812 0.993  1.580 7.909 
RF  2.782  0.993  1.443  7.741 

 
The results explain significant differences for various ML 
models that are listed in table Table 1. In our study RF 
emerged as the best performing model among others.  RF 
model provides more effective MSE of 7.741, R2 of 99.3%, 
MAE of 1.443 and MSE of 2.782. Low error rates and high R2 
make this model strongest choice of forecasting low carbon 
electricity generation. Though surpassed by RF, GBM and 
XGB also provide significantly more accurate predictions than 
other models. Additionally, SVM is the worst performer to 

predict the low carbon electricity generation with an MSE of 
1075.046, R2 of 8%, MAE of 26.382 and RMSE of 32.787. 
4.1. Explainable AI results 

We utilize the XAI tools Shap for our optimal ML model 
performance. The global explanations provided by the shap 
summary plot highlight several significant factors, including 
Electricity from renewables (TWh), Electricity from fossil 
fuels (TWh) Renewable energy share in the total final energy 
consumption (%), Electricity from nuclear, and Density, as 
illustrated in Figure 2. This is additionally corroborated by the 
SHAP bar plot, which shows the average absolute SHAP value 
for the significant features shown in Figure 3.  

 

Figure 2. Feature importance using SHAP summary plot. 

 
Figure 3. Feature importance using SHAP bar plot. 

However, when applying the best ML model using the XAI 
tool Shapash. The Shapash feature importance plot likewise 
exposes the first four key elements, which are the same as 
Shap's. The fifth factor, which is Density given in Fig. Figure 
4, is substituted by Longitude. Electricity from renewables 
(TWh), Electricity from fossil fuels (TWh) Renewable energy 
share in the total final energy consumption (%), Electricity 
from nuclear, are the main contributors from both approaches. 

 
Figure 4. Feature importance using global feature importance. 
As a local explanation using Shap for the first observation, the 
red colour indicating the features that has positive contribution 
to the predictions and blue colour indicating the negative 
contributions listed in Figure 5. 
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Figure 5. Local waterfall plot of the features. 

For the local explanation using Shapash for a randomly 
selected observation of ID 3278 shown in Figure 6. The 
yellow colour bar showing the positively contributing features 
and the grey colour showing negatively contributing features.  

 
Figure 6. Local explainability of a random instance. 

 
5. Conclusion 

The main goal of this study is to predict low carbon electricity 
generation and suggest the best model for forecasting. RF 
perform better among all the model with lowest MSE, RMSE, 
and MAE additionally highest value of R2. Only a few 
additional models exhibit encouraging outcomes; the best two 
are XGB and GBM. The smooth integration of zero carbon 
electricity sources, grid stability, and efficient energy 
management all depend on their accuracy and dependability. 
Their exceptional precision lessens reliance on fossil fuels and 
takes one step ahead for zero carbon goal. Then XAI tools such 
as SHAP and Shapash based on RF model, reveals important 
features like Electricity from renewables (TWh), Electricity 
from fossil fuels (TWh) Renewable energy share in the total 
final energy consumption (%), and Electricity from nuclear. 
This research admits its limitations, such as the dataset's 
possible incompleteness and the analysis's lack of 
consideration of economic and policy aspects. It is essential to 
use a more extensive data set, investigate economic aspects, 
and include real-time data in order to further future study. 
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